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Abstract. This article presents control algorithms for adaptive mechanical systems. Object of research: processes occurring in
industrial hydraulic drive systems during their operation. Subject of research: dependence of operational efficiency of industrial
hydraulic drive systems on the term and operating modes, and applied fundamental circuit solutions and technical means that affect
the functional, energy, and cost indicators of the system.The problems solved in the presented article are actual tasks. They involve the
use of previous experience in the operation of a specific mechatronic system in specific conditions, for the formation of an adaptive
control algorithm. The study is based on the creation of logical interpretations in the algorithm for decision-making. The simultaneous
consideration of logical connections and the probability of the component “success of system actions” is considered. On the basis of
which a two-component structure of logical expressions of control commands is formed. Accordingly, examples are given for evaluating
each of the operation options. The article presents the scope and conditions of practical use of the obtained results. They are based on
several examples, namely, the technical implementation of the manipulator macromodule with alternative probabilistic control is
considered. It is possible to use the success of the system’s actions and the choice of the option for distributing attempts by digits or/and
the basis of logarithmic weight. The peculiarity of the obtained results lies in the use of the criterion of “volume of involved memory”’
in the control system. This makes it possible to prioritize one of the alternative reactions of the system to external excitation, which
provides a basis for the formation of control commands.

Keywords: mechatronic module, automation, alternative probabilistic control, adaptive algorithms, system operating modes.

Introduction

The spread of mechatronic automation tools with
pneumatic and hydraulic actuators, which are sensitive to
changes in conditions and modes of use, is impossible
without the creation of adaptive control algorithms. Con-
trol systems respond in different ways to external and in-
ternal factors, which is one of the hallmarks of the Industry
4.0 platform in creating adaptive mechanical systems with
an open architecture [1]-[3], [5]-[8].

Unlike parametric adaptation problems, with the
search for rational parameter values, a certain range of
problems requires a dynamic change in the control algo-
rithm. This may involve not only adjusting the algorithm,
but also changing the criteria for finding a rational solution.
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This type includes control tasks with the development of a
conditioned reflex [11], [14].

A system that contains such an algorithm adjusts the
sequence of its actions according to the criterion of increas-
ing the positive effect, choosing a rational action in par-
tially uncertain conditions.

Examples of such control systems are systems that
automatically adjust the speed of a car taking into account
its current maneuverability or controllability, Examples of
such control systems are systems that automatically adjust
the speed of a car taking into account its current maneuver-
ability or controllability. assembly links with adjustable
part positioning speed, flexible automated production sys-
tems, energy systems with combined use of multiple en-
ergy sources, etc [4], [9], [10], [17], [19], [20]. Thus, an
urgent practical task is to use previous successful experi-
ence of operating a specific mechatronic system in specific
conditions to form an adaptive control algorithm.

The proposed approach is based on the conditional
complexity of the system, on the basis of which the logical
inertia of decision-making is determined [14], [16].
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The purpose of the research is to develop the princi-
ples of the structure of adaptive control algorithms for
mechatronic systems using a cause-and-effect model of
discrete systems, which takes into account the positive and
negative experience of previous system actions. The ap-
proach is based on creating logical inertia in the decision-
making algorithm.

Basic material the logical inertia of decision-making
regarding the choice of the module’s next action should be
distributed according to its typical alternative reactions (for
example, A and B). That is, the system can produce a com-
mand “by inertia” based on previous successful actions.
The relative fraction of the reaction inertia forms the iner-
tial component of the control command expression. The
logical expression of the control command has a two-com-
ponent deterministic-probabilistic logical form.

The deterministic component of control commands
corresponds to the selected discrete-logic model of the system
and can be obtained using known methods [15], [16], [21].
The probabilistic component is most often defined using
fuzzy logic, neural networks, fuzzy sets, and other approaches
to building intelligent systems [2], [4], [9], [16], [17]. In
the proposed approach, the determination of the probabil-
istic component is based on the calculation of logical iner-
tia based on the current state of the system's memory and
the amount of information about the previous functioning
of the system [13], [16].

The process of system functioning has alternative
sub-processes that are part of a closed structure. Such a sys-
tem uses previous operating experience when choosing an
alternative solution. That is, the control system must deter-
mine the priority alternative for performing the next action.

Formalization of the description of probabilistic-al-
ternative systems

The functioning process has probabilistic-alternative
subprocesses combined into a closed structure. The system,
by calculation of decision-making inertia, selects the de-
sired alternative for performing the following actions ac-
cording to the criterion of the most probable result. The num-
ber of alternative choice nodes is unlimited. According to
formal requirements, each alternative subprocess must have
at least 3 consecutive transitions. The overall structure of the
process is closed (the beginning coincides with the end).

The existence of a fragment common to probabilis-
tic-alternative regimes is mandatory. After this fragment,
selection is taking place of a rational alternative on the
value of the probabilistic indicator and the transition to ex-
ecuting the corresponding mode of system actions of the
system occurs.

The systems incorporate conditioned reflex develop-
ment function in the control algorithm, which accounts for
the results of both effective and unproductive actions of the
system or an individual module.

Probabilistic-alternative choice module.

The use of probabilistic-alternative modules allows
the system to automatically adjust to achieving a successful
result in partially uncertain environments.

In the capacity of a theoretical basis for the condi-
tioned reflex development function Structured memory
volume was used, which reflects the quantitative and qual-
itative correlation of positive and negative results in the
system’s or module’s previous actions [12], [13], [16]. To
simultaneously account for logical connections between
module actions and the probabilistic component of system
action success, a two-component structure of control com-
mand logical expressions was formed.

Each command of the primary action for the proba-
bilistic-alternative choice modules combines a determinis-
tic component (obtained as a result of logical synthesis)
and a probabilistic component (constructed based on the
result of memory processing):

Vi = yi_iner, i Xip (1)

where yi; ,,, —logical condition for deterministic activa-

tion, p; e = {Xp 1A X,) condition for activation

based on the inertial component, x, —binary variable —an

indicator of probabilistic choice, defined by taking into ac-
count the probability distribution of positive and negative

experience, {xip} — logical condition for enabling/disa-

bling probabilistic control.

To implement the probabilistic selection of an alter-
native action, a methodology was developed for calculat-
ing the probabilistic component using the system's logical
inertia based on a structured memory in a countdown
mode. In determining the probabilistic indicator of alterna-
tives, a number generator function was applied, which is
synchronized with the system’s inherent state processing
frequency.

For each alternative, the logical inertia term forms
the inertial component of the control signal (1). The ratio
of logical inertia between two alternative options deter-
mines the probability of applying one or the other alterna-
tive [16]. That is, if the inertial components are equal, the
probability of choosing each alternative is 0.5. If the iner-
tial components have different values, but one of them must
necessarily be executed, the sum of the inertial components
is taken as 1. Then the probability of choosing each of the
alternatives will be proportional to its inertial component.

An important feature of the probabilistic-alternative
choice modules is that they are combined into pairs. One
module in the pair ensures the transition to one alternative
(“A”), and the second module in such a pair ensures the
transition to the second alternative (“B”). The modules
carry a specific information load. The number of probabil-
istic-alternative modules is equal to the number of alterna-
tive modes in the system’s operation.

The Probabilistic-Alternative Choice Module is
purely informational, functioning as a memory element
with an added probabilistic component. Its purpose is to
confirm or refute the results of logical synthesis that are
sufficient to initiate an alternative sub-process.
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The alternative choice module takes the form of a set
of two binary variables that change their values in anti-
phase, for example X ; i X—;.

Module Activation.

Module activation occurs when there is a simultane-
ous existence of both the logical expression of the deter-
ministic part of the control command expression and a
positive value or state of the probabilistic indicator:

X,

Yar =yAl_inery [ooic pti 41541 det -

Module deactivation: deactivation occurs upon the
existence of the control command signal for deactivation,
with no additional conditions:

yai = YAl _Logic 45 4,

The content of the main actions for each of the pair
of probabilistic-alternative choice modules y,, and yp,

must be mutually exclusive. That is, the true value of the
probabilistic indicator for enabling the main action of one
module pair in the alternative X, is equivalent to the ne-

gation (or NOT) of the true value of the probabilistic indi-
cator of the other module in the same pair: X, = X ,p, .

The content of the main action for each of the pair of
alternative modules begins simultaneously, since they
share a single immediate cause. The content of the main
action of the first probabilistic-alternative module can be
formulated in a generalized form as follows:

— Initiate the calculation of the inertial component re-
garding the system’s entry into alternative sub-process “A”;

— Obtain the calculation result (a quantitative value);

— Determine the value of the probabilistic indicator.

The content of the main action of the second proba-
bilistic-alternative module can be formulated in a generali-
zed form as follows:

— Initiate the calculation of the inertial component re-
garding the system’s entry into alternative sub-process “B”’;

— Obtain the calculation result (a quantitative value);

— Determine the value of the probabilistic indicator.

Next, based on the obtained values of the inertial
components, the execution probability for each main action
is calculated.

After the probability values are obtained, the state of
the probabilistic indicator (a binary variable) for the alter-
native actions of each module in the pair is determined. The
indicator is determined using a synchronous random num-
ber generator. The generator operates in synchronization
with the signal processing rhythm of the system modules’
state, which prevents its value from changing during the
execution of alternative actions. Random numbers are se-
lected from an interval equal to the total number of system
activations. The selection of a number that falls within the
range corresponding to variant “A” actuations or variant
“B” actuations determines the positive value of the proba-
bilistic choice indicator.

The content of the return actions for each of the pair
of alternative choice modules can be formulated in a gene-

ralized form as follows:

— stop the calculation of the inertial component re-
garding the conditions for the system’s entry into alterna-
tive sub-process “A”;

— set the initial values of the module state indicators,
for example:

X =0;Xﬁ =1.

The object of control is a manipulator whose task is to
remove a part-which is being pushed out by a loader from
the previous stage into the working zone—as quickly as pos-
sible and to transfer this part to the next production stage.

As a variant of the technical implementation, a
macro-module consisting of three executive devices is con-
sidered: a pneumatic manipulator of the loading/unloading
mechanism (Fig. 1). The macro-module executes a sub-
stantive action Z; — removing the part from the working

area and moving it to the next step, and after its execution
it must return to the original state, i.e. perform the reverse
action Z7 . The successful execution of the main action is

accompanied by a unit signal ¢(Z;) of the external signal,

which confirms that the next stage of the production line
has received the part.
Note: The external signal ¢(Z,) is not a signal from

a position or pressure sensor that controls the movement of
the output stage. It is a signal from the next stage of auto-
mated production. The next stage confirms, via a unitary
signal value, that it has accepted the transferred part for
processing.

The macro-module begins to execute the main action
Z, based on the truth value of the logical condition for

starting the removal of the part from the working zone. Fol-
lowing this signal, the manipulator enters the working zone
(command Y1), lowers the gripper (command Y2), grips
the part (command Y3), raises the gripper (command
YN2), moves the part to the next stage (command YN1),
lowers the gripper (command Y?2), and releases the part
(command YN3).

At this point, the main action is completed.

Analogously, the return action Z7 (or reversal ac-

tion) involves the macro-module returning to its initial
state, meaning the manipulator raises the empty gripper
(command YN2)

Additional Condition: In practice, various macro-
module action variants exist, which are caused by the dif-
ferent timing of external signals. The impetus for the exter-
nal signal to have a unitary value for the macro-module is
a change in the state of the surrounding environment,
which the system perceives as changes in the values of the

binary signals x;, and x,,.
Signals xg, is faster, and the signal x,, is slower.
For example, signal xg, — is the start of movement of the

part loader, which moves the part toward the working zone.
Signal x,, is the product logical AND of signals from an

optical sensor and a pressure sensor. Their product (logical
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Fig. 1. Example diagram of a pneumatic manipulator: Y1, YN1 — control signals for the horizontal movement
actuator X1, XN1 — signals of position control for the horizontal movement actuator; Y2, YN2 — signals of control
for the vertical movement actuator; X2, XN2 — signal of position control for the vertical movement; X2 1 — pressure
control signal; Y3, YN3 — control signals for the gripper; X3 — control signal for part retention by the gripper

AND) confirms that the part has already entered the work-
ing zone and is waiting to be transferred to the next stage.

The executive device (the manipulator) must remove
the part from the working zone as quickly as possible and
transfer it to the next operation.

If one were to rely only on the start of the loader’s
movement, the part would, most likely, still be in the pro-
cess of being loaded.

If one were to rely only on the control for the part’s
presence in the working zone, the time taken to bring the
manipulator into position and unload the part increases. As
aresult, controlling based on the confirmed signal leads the
system to lose productivity.

When using signal x,, , the system operates “proac-

tively” (or “anticipatorily”). If the result of the action based
on signal xg, turns out to be false (incorrect), the system

has performed an unnecessary action (redundant actua-
tion), meaning it wasted energy for nothing. This confirms
the absence of the transferred part.

The adaptive algorithm of the control system must
take into account possible variants of task execution that
correspond to different combinations of external influence
signal values x,, €{0,1} and x,, {0,1} and the different

times at which they are received.

That is, we have several possible combinations of
signals. The option of triggering a signal about the presence
of parts without the loader starting to move is marked as
impossible or purely virtual for a mechanical system. The
option with zero values of both signals corresponds to the
system waiting mode.

We have the following possible options for the mac-
romodule:

a) IV, successful work on the start of movement and
cargo control x;, =L x =1,

b) N, x;, =1,x,, =0,

c) N, false triggering when working after starting
the movement x,, =1,x,, =0.

In the first variant, the system, based on the product
of the signals of the optical and weight sensors and the sig-
nal about the start of the loader movement, removes the
part from the working area. That is, it executes a sequence
of commands for the main and reverse actions (Fig. 2).

11

Fig. 2. Initial version of the functional graph of the
system with probabilistic-alternative (beginning —
arcs 20, 21) and alternative (beginning — arcs 10, 11)
subprocesses for the pneumatic manipulator: / — hor-
izontal movement, 2 — vertical movement, 3 — gripper
drive; two arcs are reserved for memory elements of
non-alternative parts of the process
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Y1-Y2-Y3-YN2-YNI-Y2-YN3-YN2.

In the second variant, the system, upon the signal to
start the movement, unloads the part from the working
area. That is, it executes the same sequence of commands,
but checks the presence of the part in the gripper:
Y1-Y2-Y3-2“+"—YN2-YNI-Y2-YN3-YN2.

In the third variant, the system, upon the signal to
start the movement, tries to unload the part from the work-
ing area, but the control of the part’s presence when the
gripper is triggered gives a negative result and the manip-
ulator returns to its initial state:

Y1-Y2-Y3-2“"—-YN3-YN2-YNI.

In fact, the beginning of the actions in the second and
third options coincide, and only after checking the presence
or absence of the part, the option becomes the second (part
is present) or the third (part is absent). That is why a check
with a positive result was added to the second option: ? “+”
—YN2-YNI1-Y2-YN3 - YN2, and in the third option,
a check with a negative result? “—” — YN3 — YN2 — YNI.

Structuring the system memory. The system
memory accumulates information about the previous ope-
ration of the module in at least two dimensions:

— The first dimension is the number of times the sys-
tem has executed each variant.

— The second dimension is the proximity of each
previous execution of the system to the current moment.

— The context for evaluating both dimensions is the
total number of system activations.

Calculation of inertia. Structuring memory and cal-
culating the probability of response options is the main ac-
tion of module 7 (Fig. 2). After the calculation is completed
and the random number generator is triggered, the value of
the probability indicator for each of the alternative actions
is determined.

Let us assume, as a first approximation, that the log-
ical inertia of a certain system response option is a conse-
quence of the amount of memory occupied by the infor-
mation dedicated to this particular option. To store the
number of attempts N in binary code, the required number
of bits or memory elements will be log, N +1.

The total number of attempts N is equal to the sum
of the attempts of all options a), b) and c). Each of the at-
tempts of the listed options (N, , IV, , N, ) has its own or-

dered place in the number N.

Table 1. History of changes

Conditionally, the history of attempts can be repre-
sented by the following sequence (Table 1), where (*) in-
dicates the current waiting state.

In a second approximation, let us assume that the
current influence of the external environment should be de-
termined by the system more by the results of current at-
tempts than by the results of past periods. We ensure this
by counting down the attempts (line 2, table 1).

The next step is the transition from the number of
different attempt results to the decision-making algorithm.
To do this, we adapt Newton’s 2nd Law for a logical-binary
transition in the following form:

Fi=m;-X;=J;y;, (2)
where J; —measure of system inertia with respect to a de-
stabilizing influence, F; — destabilizing influence, y; —

system reaction to a destabilizing influence.

If the influence can differ by its weight value, then
the left side of the equation must also have a variable com-
ponent. Since the logical reaction can only take two fixed
values (act— 1, or not act — 0), the variable component must
be the internal system inertia with respect to the exciting
factor (or perturbation), that is J; . In the “logical inertia”,

both measurement components must be taken into account:
the number of actuations (or attempts) and their proximity
to the current moment (recency).

It is proposed, for the assessment of the quantitative
component recorded in binary code, to measure inertia by
the required number of memory elements (bits) needed to
store the count of actuations with a specific result. Thus,
each actuation variant can be evaluated:

J, = INT (log, n; , ) +1 3)
evaluation of fully successful trials,
J, =INT (log, m ) +1 4)

evaluation of conditionally successful trials,
J = INT(log, n 5 )+1 )

evaluation of failed trials,
where n;, — number of entirely successful attempts, n; —

number of conditionally successful attempts, r, 5 —number

of unsuccessful attempts.

N
Count Up

N

14 13 12 11 10 9
Count Down
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Each of the three inertia assessments by the quanti-
tative component, on its own, does not provide justification
for considering the influence of the surrounding environ-
ment when selecting the variant for the next action. For ex-
ample, at the beginning of the system’s operation, the sig-
nal to start moving was almost not perceived due to vibra-
tions. As a result, there were no conditionally successful
attempts over a large number of actuations, for example,
2000. During the device adjustment period, the influence
of vibrations gradually weakened compared to the start-of-
movement signal. Thus, in the 500 attempts following the
2000th attempt, there were 176 conditionally successful at-
tempts. Furthermore, in the last 200 attempts of these 500,
there were 81 conditionally successful attempts, and in the
last 100 attempts of those 200, there were 49 conditionally
successful attempts. If one were to evaluate the total num-
ber of system actuations and the conditionally successful
actuations, their ratio would be 0,088.

If we consider only the last 100 attempts, the same
ratio takes the value 0,49.

An intermediate analysis of the number of attempts
over the last 500 yields a value of 0,352. That is, the num-
ber of conditionally successful actuations in relative terms
is gradually increasing, and this growth can be considered
an indication of a trend in the surrounding environment’s
influence.

The assessments provided do not take into account
the common context of all variants. The context must, at
the very least, take into account the total number of at-
tempts for a fixed exciting factor. n = n,+n+n 5:

INT (log, (my +m + 15 ) +1. (6)
The components from expressions (3), (4), and (5),
in relation to (6), approximately indicate the relative

weight of each attempt variant over the entire history of the
system’s actions for the chosen exciting factor. However,

Table 2. History of Attempts by Digit

this assessment does not take into account the different
weights of recent attempts and attempts from past periods.
This distinction provides the system with information re-
garding current trends in the influence of the surrounding
environment.

The assessment of the memory used based on (ex-
pressions 3 to 6) only takes into account the number of dif-
ferent attempt results, but neglects the remoteness of their
execution time from the current moment. That is, the
memory engaged for information about a specific attempt
result is dispersed among the memory values for other at-
tempt results over the entire duration of the system’s func-
tioning. But if the memory of the considered result is con-
centrated in a small current segment of the total memory,
then this indicates the relevance of exactly that result at the
present time.

That is, with an equal number of the same attempt
result, if they fall, for example, into the first half of the
memory or the second half of the memory, their inertial in-
fluence should differ by approximately a factor of two.

Accordingly, the probability of a given system reac-
tion to an exciting influence can be calculated precisely at
the current moment based on the memory’s weight.

The proposed variant for utilizing logical inertia is
as follows: The probability function of a specific result
takes into account the memory occupancy by actuations
corresponding exactly to that result. The actuation results
are denoted by binary variables.

The actuations are taken into account during their
countdown (reverse count). That is, each subsequent bit (in the
reverse count) accounts for half the weight of the previous bit.

The weight of the first bit is 0,5, the second is 0,25,
and in the general case 2% | where k — the ordinal number
of the bit. However, in each bit, a specific attempt result is
“dispersed” and occupies only a “portion” of it. Let us as-
sume that Table 1 provides the following context for the
distribution of attempt variants across the bits (Table 2).

N 1 2 3 4 5 6 7 8 9 10 11 12 13 14 *
Count Up
N
14 13 12 11 10 9 8 7 6 5 4 3 2 1 *
Count Down
Digit 4 (One trial is missing) 3 2 1 *
o;N,
’ 0 0 1 1 0 0 0 0 0 1 0 1 0 1
Unconditional
;N
1 1 0 0 0 0 1 1 1 0 1 0 0 0
Conditional “+”
o;N,
0 0 0 0 1 1 0 0 0 0 0 0 1 0
Conditional “-
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The distributed memory for the results of attempt
variant “a” according to (Table 2) provides the following
context:

The first digit p,,,=0,5;

The second digit p,,,= 0,25/2;

The third digit p;,,=0,125/4;

The fourth digit p,,,=2:(0,0625/8).

Total probability assessment of variant “a” for the
next attempt: py,, = 0,6875.

Similarly, the distribution of trial results for the var-
iant “b "

The first digit p,,, = 0,0;

The second digit p,,,= 0,0;

The third digit p;,, = 3-(0,125/4);

The fourth digit p,,,=3:(0,0625/8).

The total probability estimate of the outcome for op-
tion “b” for the next attempt is:
Ps;p=0,1171875.

Similarly, the distribution of trial results for the var-

@ 99,

iant “c”:
The first digit p,,. = 0,0;

The second digit p,,. = 0,25/2;
The third digit p;,.=0,0;
The fourth digit p,,. = 2:(0,0625/8).

Total probability estimate of option “c” for the next
attempt: py,.= 0,140625.

In the general case, with the number of all attempts
n, for option j we get:

log, n log, n 1 2k
b = k:f Py = k:f (m‘zj_zuwij, @)

where @; — the effectiveness of the j — th attempt of the

variant i, log, n —number of memory bits involved.

Since the number of completed attempts is not infi-
nite, the sum of the calculated probabilities is less than one.
That is, the probability distribution between possible out-
comes must take into account the probability deficit,
namely py .. = 0,9453125. When proportionally distrib-

uting the deficit of attempts across all options, we obtain
the clarifying coefficient:

N Nl _
X =P = ;:glznpk/i) E ®)

where NV —the number of options for the system’s reaction
to a fixed external destabilizing influence.
According to (7) and (8), we obtain:

N log, n 1 log, n 1 2k
Pi:(zi:1 k:f Pri) k:f (m'zj_zmwij.@)

For the considered example, taking into account (9),
the adjusted probability values distributed according to the
results of the options are @, b and ¢, will consist of:

P's)a=0,727273; p's,,=0,12397; p's,.=0,14876. The

sum of the probabilities of all options is 1.

The next step is to use the probability estimate of
each outcome option in the system control algorithm. That
is, the control algorithm must determine whether the sys-
tem should react to the start of the loader movement or wait
for signals from the optical and weight sensors at the work-
ing position.

Since the system can work either in a deterministic
way, when the input data is sufficient to make a clear deci-
sion, or according to the option with a deficit of external
information, then the expression of the control commands
for conditional selection of an option must take into ac-
count both options (1).

Next, according to the number of triggers for each
outcome option and the total number of triggers and the
proximity of the results to the current time, the value of the
probability indicator is determined.

To implement the probabilistic component of ex-
pression (1), a T/C random number generator was used. If
the value obtained using the generator, in percentage terms,
exceeds the calculated probability (9), then the binary indi-
cator is equal to “0”, otherwise x, =1:

N log, n —1
L: p; =(Zi:1 k:f Puii) X

log, n 1 2k
e (m'z,-=z““’ij <CWo

log, n

N _
0:p; =D ies Prii) '
log, n 1 2k
P (_k - 'Zj=2"1wij >CWO0

The control algorithm on the arc preceding the ver-
tex of the probabilistic alternative choice chooses between
two options:

b) —react to the start of the loader movement (modu-
le 21, Fig. 2),

¢) — do not react to the start of the movement (wait
for confirmation of the presence of the part in the working
position) and use option a) (module 20, Fig. 2).

The adjusted probability values of different out-
comes, taking into account the limited number of trials, are
P's,=0,12397;and p's,.=0,14876 and p'y,, =0,727273
in accordance.

That is, if the T/C generator provides a value greater
than 0,12397, then the system waits for confirmation of the
presence of the part (command 20 is triggered. Fig. 2). If
the value from the T/C generator is less than or equal to
0,12397, then the system works ahead of schedule, that is,
the manipulator tries to grab the part (command module 21
is triggered).

Next, the part is controlled to be captured (command
11), or the absence of the part in the grip is controlled (com-
mand 10). Depending on the activation of the part presence
control sensor, either the manipulator returns to its initial
state (after alternative selection command 10) or the part is

(10)
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shipped to the next production link (after alternative selec-
tion command 11).

For example, if the T/C generator provided a value
of 9/100, then the multiplier and the system will issue a
command to advance. But if the T/C generator provided a

value of 32/100, then To x, =0 and the system will exe-

cute command 20 and wait for confirmation of the presence
of the part in the working position.

For a system that satisfies the criterion of logical de-
terminism, a logical synthesis of control command expres-
sions can be performed, including alternative modules (10
and 11) and probabilistic-alternative choice modules (20
and 21). The exceptions are the actions of alternative and
alternative-probabilistic choice and the function of deter-
mining a probabilistic indicator.

Supplementing systems with redundant memory el-
ements removes excessive complexity from logical com-
mand expressions. For example, for the pneumatic manip-
ulator system under consideration, 4 memory elements are
sufficient, but some control command expressions then
consist of 10 or more signals. This complicates the execu-
tion of command synthesis and creates inconveniences for
further modernization of the system, for example, adding
new functions and modules that execute them. By adding
two more memory elements, the functional graph obtains a
segmented structure and simplified expressions of control
commands.

The list of logical expressions of control commands

is given below.
V=Xt Xy V7 € X5X5 X5+ X5 X5 + X5 - X5
Yy S X)Xy + X7 X Xs Xy + X7 Xg Xy )

yi <:x3~x1~x9+x§~x§~x1~x§+xll+x§-x1 +xm~x12;
V3 <:x2~x%-x9~x4 +xi-x8-x4'x§'xm;

yg sz-xz~x1+x10 +x2~xz'x5;

Vi S X55 P & Xy Xg + Xy X Xg + X Xy X X 3
Vs &= X1t X035 Vs < Xxg;
y6<:xT-xE~x§‘xZ-x8; yECX§,

Y7 <:x4-xs2; y7cx6X§X§xeE,

Vg <= X X1 5 Yg & X¢5
Yo < X35 Vg < X3 X5 X125

y11<:x3~x§~x8; yﬁcxi-xS;

Yo &= X5 yECXE'X*'

Yo E XXy X5 X, By, + X7 x4 x5 B, ;

Vg < XXy

Vo1 S X7 Xy Xg X By, +x7-x, X5 By,

Vi & Xy X

The bootloader start condition has been added to the
logical expression of the 7th module command x,, . In log-

ical expressions of commands of the 20th and 21st modules
have been added systems in probabilistic-alternative mode

B, and the probabilistic indicator x,,

Module 7 is informational (based on a memory ele-
ment with two binary variables). Its main function is to cal-
culate a probabilistic indicator based on the current state of
the attempt history table. An additional external signal to
start the main action of module 7 is the signal to start the
movement of the loader x,, .

The reverse action of module 7 is turning off the
memory element.

The attempt history table is supplemented (memory
expansion, Table 2) upon activation of alternative choice
modules.

When module 20 is triggered, i.e. the manipulator is
triggered by signals of the start of the loader movement
x,, and the presence of the part x;, , variant

o> “a” getS “1”.

When module 21, that is, upon the signal of the start
of the loader movement, and the module activation 11, that
is, successful operation of the manipulator in the presence
of a part, variant “b” gets “1”".

When module 20 is triggered, i.e. upon the signal of
the start of the loader movement, and the activation of
module 10, i.e. false activation of the manipulator in the
absence of a part, variant “c” gets “1”.

Discussion

The example above uses the “shock” perception of
the result of the last attempt. That is, the weight of this re-
sult in the formation of the inertial component is equal to
the weight of all previous attempts. Such a scheme is fo-
cused only on the current external influence on the opera-
tion of the system. There is almost no consideration of cer-
tain trends in changes in the inertia of the system over a
period of time.

A more balanced option can be obtained by shifting
the start of the countdown in the digits of the structured
history of attempts. That is, the first category may have not
one attempt, but two. Then the first 0,5 of the inertial proba-
bility will be distributed over the first two attempts. The last
attempt will have a weight of 0,25 and can be balanced by
the previous attempt, which also has a weight of 0,25. The
weight distribution for the remaining attempts is the same as
in the example given. Each subsequent discharge accounts
for half of the unused weight. That is, the second digit has
0,25 weight. The number of attempts in each subsequent
level is twice the number of attempts in the current level.

An even more restrained version of the reaction to
the last attempt arises, if you concentrate four attempts in
the first category.

The weight of the last attempt will be 0,125, the same
as the three previous attempts. That is, the system’s reaction
to the last result will be 4 times weaker than in the example
given.
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The second option for influencing the formation of
logical inertia is to withdraw from the sheer number of binary
memory elements involved, that is, a departure from loga-
rithmic weight modulo 2, for example, to modulo 3. Instead
J,=INT(log, n;;,)+1 we get J,=INT(logyn ,)+1.

Similarly, not 0,5 of the inertia weight can be attributed to
the first category, and the corrected value is, for example,
0,25. Then the next digit will account for 25 % of the re-
mainder, i.e. 0,75-0,25 = 0,1875. The third digit will in-
clude 0,25-(1-0,25-0,1875) = =0,1406 . Thus, the total
weight of third-rate attempts is 56,3 % of the total weight
of first-rate attempts. While in the first variant this percent-
age was 25 %, that is, older attempts had half the influence
on the formation of the choice.

It is possible to use the success of the system’s ac-
tions and the choice of the option for distributing attempts
by digits or/and the basis of logarithmic weight, the basis
for which will be the actual results of the operation of a
particular system.

Conclusions

Increasing the efficiency of automated mechatronic
systems can be ensured by considering previous experience
of their operation, which can be used in control algorithms
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MexaTpoHHHMIA MOAYJIb 3 AJILTEPHATHBHO-IIMOBIpHICHUM KepyBaHHAM

O.1II. I'y6apes! o O. II. Beaikos! o A. M. Mypamenko'

U KIII imeni Izopsa Cikopcokozo, Kuis, Ykpaina

Anomauia. B yiii cmammi npedcmasneno aneopummu KepyeaunHs adanmueuumu mexaniyvnumu cucmemamu. O0’ekm 00CHiodNceHHs:
npoyecu, wo 8i00Y8arOMuCsa 8 CUCIEMAX NPOMUCI08020 2I0ponpuody npu ix excnayamayii. IIpeomem 00CHiONCEHHS: 3ANEHCHICTND
EeKCNIYamayiiHoi eghexmueHoCmi CUCmeM RPOMUCTOB020 2IOPONPUBOOY GI0 MePMIHY I pedcuMie pobomu, ma 3acmocoO8aHux NPUHYU-
NOBUX CXeMHUX DIUEHb [ MEeXHIYHUX 3ac0018, AKI GNIUSAIOMb HA (DYHKYIOHANbHI, eHep2emUYHI, Ma 6apMIiCHI NOKAZHUKU CUCMEMU.
Ilpobaemu, wo supiuylomscs 6 npedCmagienii cmammi € akmyaibHuUM 3a0aisamu 3 GUKOPUCTIAHHAM NONePeOHbO20 00CEI0Y eKCNILy-
amayii KOHKpemHoi MexampoHHOl cucmemu 8 KOHKPEmHUX YMO8ax Oiisi (hopMy6anHs Ad0anmueHo20 dai2opummy Kepyganus. Jocui-
0oicenHs Oa3yeEmMvbCs HA CMEOPEHHI 102IYHUX IHmepnpemayitl 8 aneopummi 01 nputinamms piuerv. Posenanymo oonouache épaxy-
BAHHSA JIOGTUHUX 308 A3KI8 MA UIMOGIPHICIb CKIA0080T «yChiwHOCmi Oill cCUCeMUy, Ha OCHOBI 4020 CchOPMOBAHO OBOKOMNOHEHINHY
CIMPYKMYypy TOSIYHUX 8UPA3I8 KOMAHO KepysanHus. Bionoeiono, nasedeHo npukiadu 015 OYiHKU KOJCHO20 3 8apiaHmié CHpayio8aHHs.
B cmammi nagedeno cghepy ma ymosu npakxmuyHo2o 6UKOPUCMAHHS OMPUMAHUX Pe3YIbIMAMI6 Ha OCHOBI OeKLIbKOX NPUKIadis, a came
mexHiuHOoI peanizayii po3ensaHymo MaKpoMooyib MAHINYASMopa 3 aibmepHamueHO-IMOGIDHICHUM KepyeanHam. Modcauso euxopuc-
mamu ycniwHicms il cucmemu [ 6u6opy eapianmy po3nooiny cnpob no pospsoax abo/ma ocHogi noeapu@miunoi sacu. Ocobausicme
OMPUMANHUX Pe3VTbIMAMIE NOAALAE Y BUKOPUCMAHHIO KPUMEDII0 «00 €My 3a0iaHOi nam 'amiy 6 cucmemi Kepy8anHs, wo 0ae MONCIU-
sicmb npiopumemno o6upamu 00Hy 3 ALbMEPHAMUBHUX PEAKYIL CUCIEMU HA 308HIUHE 30Y0dCEHHS, WO HA0AE NIOIPYHmMsL O (hop-
MYBAHHS KOMAHO KepPyBaAHHS.

Knrouoei cnosa: mexamponnuii Mooynv, agmomamu3sayii, anbmepHamusHO-IMOGIPHICHe Kepy8aHHsl, A0ANMUEHT aieopummu, pexrcumu
pobomu cucmemu.
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